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Concurrent engineering projects

Concurrent engineering approach

o Industrial development projects organized in consecutive phases

@ In high-tech sectors ability to place new products within tight
market entry time windows constitutes decisive success factor

@ Concurrent engineering approach: parallelize consecutive
development phases to shorten cycle time of development project

@ Additional integration and coordination efforts due to feedback
loops between phases: trade-off between overlappings and durations
(time-overlap trade-off)
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Concurrent engineering projects

Overlap times and activity durations

@ Development project consists of n activities i € V' (phases, working
packages, milestones, project beginning, project end)

@ Precedence relationships (i, /) € E between activities, maximum
project duration d

@ Overlapping of activities i,/ with (i, ) € E during time
li=G =5
leads to increasing duration of activity j

pj = pi(t;)  with & = (65) i jree

@ Overlap times ¢;; bounded by ;;
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Concurrent engineering projects

Properties of duration functions p;(¢;)

@ p; componentwise differentiable
@ p; componentwise constant when overlapping is avoided,
p; componentwise nondecreasing when overlapping is realized

op; Ipj 7
aTfj(e,-,-) =0 for £; < 0, 872(&,-) > 0 for £ € [0, ;]
Pj("gl'j’ )
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Temporal constraints

Maximum start-to-end time lags

o Negative overlap time ¢;; means that j is started —¢; time units
after completion of j

@ Maximum overlap time Z,-j induces maximum start-to-end time lag
between activity j and activity /

EU:C,-—SJ-SZ,-J- & C,SSJ—I-ZU
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Temporal constraints
Semantic power: How to model . ..
@ project deadline: maximum start-to-end time lag between project
beginning j = 0 and projectend i = n+1
Coq1 < So+d & g(n+1)0 =d

@ ordinary precedence constraint between / and j

S; > C,'+d,-Ti"

@ minimum end-to-start time lag d,-j-’”'” > 0 between / and j
7D min
Semantic limitations
@ Due to overlap-dependent activity durations only modeling of
maximum start-to-end and minimum end-to-start relationships
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Temporal scheduling problems

Earliest and latest start and completion times

@ Determine earliest and latest start and completion times
ESp, LSy, ECp, LCy, of activities h € V

@ Earliest/latest start time problem for activity h

Min./Max. S
5 subject to £; = Si + pi(4i) = S; ((i,)) € E)
(TSPh) Gi<h ((ihJ)€E) ¢ S

@ Earliest/latest completion time problem for activity h

Min./Max. G,
cy ) subjectto ;=G —[G—p(()] ((i.]) € E)
(T5Ph) 05 <7 (i) €E) ¢ Cr

G=0, G=>pi(t;) (eV)
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Structural issues

Example 1
Earliest start schedule ES is not feasible
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Structural issues

Example 2

Latest start schedule LS is not feasible
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Example 2

Latest completion schedule LC is not feasible
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Feasibility of earliest completion schedule

@ The earliest completion schedule EC = (ECj)jcv is feasible.

Q Let £ = £(EC) be the minimal vector of overlap times belonging to
schedule EC. For each (i, /) € E it holds that

¢; = min{ EG;, (hr?)igE(Zhj + EC; — EGy)} (1)
or Uj; satisfies the following two optimality conditions:

27 Pty + Gy~ EC)jee) = 1 e

2

%Pj((fij + ECh — EG)(hjyee) 2 0 3)
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Structural issues

Computation of optimal overlap times

Example 1 (cont'd)

-30
5 4 pAln2) 4 l12) = 0.5(¢5,)2 + 4

L 0 T 4 1 0 51 0 L P2(£12) (6)* +
L] 12] 31

@ Equation (1): £12 = min{EC;, f12} = min{5,4} = 4
@ Equation (2): #"upz(flz) =l =1

@ Equation (3): %pz(flg) =1>0
Q (1o =4 pp(l12) =12, G = EG — b1 + po(f12) =5 — 4+ 12 =13

@ l1p =1 pp(l12) =45 G =EC — 1o+ p2(f12) =5—1+45=285
= EC, =85
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Computation of optimal overlap times

Example 2 (cont'd)

P3(l13, £23) = 0.01(£3)? + 0.05(433)* + 20

@ Equation (1):

013 = min{ECy, l13, 093 + EC; — EGy} = min{20,5,10+20 — 18} =5
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Computation of optimal overlap times

Example 2 (cont'd)

P3(l13, £23) = 0.01(£3)? + 0.05(433)* + 20

@ Equation (2):

p3(f13) = 0.01¢2, +0.05(¢13 + EC; — ECy)? + 20
= 0.06¢2, — 0.2¢13 + 20.2

F=p3(f13) = 01203 - 02=1 & fi3=10
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Computation of optimal overlap times

Example 2 (cont'd)

P3(l13, £23) = 0.01(£3)? + 0.05(433)* + 20

@ Equation (3): %m(fm) =0.12>0

@ (13 =5: p3(f13) = 20.7, CG3 = EC; — #13 + p3(£13) = 20 — 5+ 20.7 = 35.7

9 /(13 = 10: p3(€13) =242, G =EC — {33 +p3(€13) =20—-10+24.2 =342
= EG; =34.2
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Overview of structural issues

Conclusion:

Start times

General duration functions p;(¢;)
ES¢Sr | LSE5r

ST not convex

[ES;, LS;] not feasible

Completion times
ECeCr | LC¢Cr
C1 not convex
Start times

[EC;, LG] feasible
Convex duration functions p;(¢;)
ES¢Sr | LS¢ St

ST convex

|ES;, LS;] feasible

Completion times

ECcCr [ LC¢Cr

Ct convex

Start times

[EC;, LG;] feasible
Constant durations functions p;(¢;)
ES € St | LS € St

St convex

Completion times
ECcCr [ LCecCr
Cr convex
[ES;, LS;] feasible [EC;, LG] feasible
o 5 = = >
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Earliest completion times Latest completion times

Temporal scheduling methods

@ Earliest completion times

o EC can be computed with efficient label-correcting algorithm
@ Latest completion times

o LG has to be calculated separately for each activity j
o Since interval [EC;, LG;] does only contain feasible completion
times C;: perform binary search on interval [EC;, d]
o For each C; check whether or not C; is feasible using modified
label-correcting algorithm
@ Earliest and latest start times

o ES;: Determine maximum /£;; < min(h,j)eE(Zhj + EC; — ECy)
such that ; = EC; — £ + Pj((ﬂ,’j + ECh — ECi)(h,j)eE) < LG

o LS;: Introduce dummy activity i with p; =0 and £; = 0, LS;
coincides with LC;

o D
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Earliest completion schedule

Label-correcting algorithm

for all i € V' \ {0} do put C; := —o0;
put Go :=0, Q :={0}; (x Q is a queue *)
while Q # 0 do
pop i off queue Q;
for all (i,/) € E do
calculate ¢; using equations (1)—(3);
if G < Ci— £+ pj(£;) then
update G := G — 5 + p;(£7);
if G > zn+1,0 then terminate; (xC7 = 0 %)
if j ¢ Q then push j into queue Q;
end if
end for
end while
return C;
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Check feasibility of completion time

Modified label-correcting algorithm checking feasibility of C,

for all i € V' \ {h} do put C; := —o0;
put Q := {i}; (* Q is a queue *)
while Q # 0 do
pop i off queue Q;
for all (i,/) do
calculate £%;
if G < G — ¢+ pj(£7) then
if j = h then return false; (* Cp, is not feasible x)
G =G — L +p(e);
if j ¢ Q then push j into queue Q;
end if
end for
end while
return true; (* Cp is feasible x)

Christoph Schwindt Clausthal University of Technolo

Overlap Trade-Offs



Outline

© Performance analysis

Christoph Schwindt

cts with Time-Overlap Trad

A
Clausthal University of Technology

22



Problem definition Structural issues Scheduling methods Performance analysis Conclusions

Performance analysis

@ Temporal scheduling methods implemented under MS Visual C++
6.0 Developer Studio

@ Intel Pentium 1.7 GHz PC with 524 MB RAM running under
Windows 2000 professional

@ Full factorial design experiment with 2,160 instances

Symbol  Parameter Values
p number of (sub-)projects 2,5,10
n number of real activities per project 10, 20, 50
0s order strength 0.25, 0.5

@ Duration functions: nonconvex 3rd-order polynomials

v

o & = E E 2
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Performance analysis

Impact of number of projects on CPU times [ms]

CPUgc 0.5 2.3 3.0
CPU,c 8243 55728 9,729.0

Impact of number of activities per project on CPU times [ms]

n=10 n=20 n =50
CPUgc 0.4 0.9 4.4
CPU,c 266.6 1,462.3 14,397.2

Impact of order strength on CPU times [ms]

05=025 0S=05
CPUgc 1.6 2.2
CPU,c 3,604.2 7,146.5
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s Conclusions

Conclusions

Summary

@ Concurrent engineering projects
@ Trade-off between overlap times and activity durations

o Earliest completion schedule is feasible, remaining extremal
schedules are not feasible

@ Algorithms perform reasonably well for project portfolios with up to
500 activities

Expansions

@ Priority-rule based method for resource-constrained variant of the
problem

@ Objective function: earliness-tardiness cost with respect to due date
@ Sequential version: mean CPU time less than one second

o = E T 9ace
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